YOLOX

Exceeding YOLO Series in 2021

Advanced Computer Vision Meetup



Performance

51 41
50 = % 39 YOLOX-s @ W
49 .
37 ; :
48 " > X EfficientDet-Lite3
35
47 + . .
e ¥ 33 EfficientDet-Lite2
X 6 -+ s YOLOX-Tiny
< 45 - < 31 X
Q @ YOLOX-L S EfficientDet-Litel
S 44 g 29
42 +--YOLOX-DarkNet53 e ‘YOLOX-Nano foﬁcientDet-LiteO
41 YOLOv5-Darknet53
X N 23 A
40 % - EfficientDet NanoDet , ,
39 21 PPYOLO-Tiny YOLOvV4-Tiny
c 8 11 14 17 20 23 26 29 32 35 138 41 44 05 15 25 35 45 55 65 75 85 95 105 115 125
V100 batch 1 Latency (ms) Number of parameters (M)

Figure 1: Speed-accuracy trade-off of accurate models (top) and Size-accuracy curve of lite models on mobile devices
(bottom) for YOLOX and other state-of-the-art object detectors.
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Improvements

Strong data augmentation
Decoupled heads
End-to-end* (removing NMS)
Anchor free

Multiple positives

Optimal Transport Assignment
3x3 Center sampling

loU on regression



Strong data augmentation
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(a) Crop, Rotation, Flip, Hue,
Saturation, Exposure, Aspect.
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SIMOTA

*Cij :L,f]ls + )\ng-eg, (1)

* 3x3 positive samples (center - sampling)

* Smallest area first
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loU Branch

Joker316701882 commented on 16 Aug 2021 Member = ««-

Yes, YOLOX uses obj branch. For loU branch, it is merged into cls branch. In the following code, the cls target is multiplied by
preded ious.

YOLOX/yolox/models/yolo_head.py
Lines 363 to 365 in e1052df

363 cls_target = F.one_hot(

364 gt_matched_classes.to(torch.inté4), self.num_classes
365 ) % pred_ious_this_matching.unsqueeze(-1)



End-to-End”
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Figure 1 — The proposed detector FCOSpss, which is NMS free and end-to-end trainable. Compared to the original FCOS detector,

the only modification to the network is the introduction of the ‘positive sample selector (PSS)’ as shown in the dashed box. Because
the PSS head consists of only two compact conv. layers, the computation overhead 1s negligible (~8%). Here the ‘Stop-grad’ operation

plays an important role in training (see details in the text §3.5).

* Drop of 0.8% in AP w.r.t. best model



End-to-End”
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Figure 1 — The proposed detector FCOSpss, which is NMS free and end-to-end trainable. Compared to the original FCOS detector,
the only modification to the network is the introduction of the ‘positive sample selector (PSS)’ as shown in the dashed box. Because
the PSS head consists of only two compact conv. layers, the computation overhead 1s negligible (~8%). Here the ‘Stop-grad’ operation
plays an important role in training (see details in the text §3.5).

* Drop of 0.8% in AP w.r.t. best model



Centre-ness Branch

Figure 3 — Center-ness. Red, blue, and other colors denote 1, 0
and the values between them, respectively. Center-ness is com-
puted by Eq. (3) and decays from 1 to 0 as the location deviates
from the center of the object. When testing, the center-ness pre-
dicted by the network 1s multiplied with the classification score
thus can down-weight the low-quality bounding boxes predicted
by a location far from the center of an object.



Centre-ness Effect
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Figure 7 — Without (left) or with (right) the proposed center-ness. A point in the figure denotes a detected bounding box. The dashed line
is the line y = x. As shown in the figure (right), after multiplying the classification scores with the center-ness scores, the low-quality
boxes (under the line y = x) are pushed to the left side of the plot. It suggests that the scores of these boxes are reduced substantially.
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Figure 2 — The network architecture of FCOS, where C3, C4, and C5 denote the feature maps of the backbone network and P3 to P7 are
the feature levels used for the final prediction. H X W 1is the height and width of feature maps. /s’ (s = 8,16, ..., 128) 1s the down-
sampling ratio of the feature maps at the level to the input image. As an example, all the numbers are computed with an 800 x 1024
input.



Anchor free

Anchors for RetinaNet (1% of total)
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Anchor free

Some issues with anchors
* Extra hyperparameters
» Specialised in the training data distribution

* Increases complexity of the model (humber of params and arch)

e |ssues with small objects



Anchor free

Figure 1 — As shown in the left image, FCOS works by pre-
dicting a 4D vector (I, t, 7, b) encoding the location of a bound-
ing box at each foreground pixel (supervised by ground-truth
bounding box information during training). The right plot shows
that when a location residing in multiple bounding boxes, it
can be ambiguous in terms of which bounding box this location
should regress.



